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I. INTRODUCTION

Over the past years, computer simulation has become an indispensable tool for the investigation and prediction of physical and chemical processes. Computer simulation means the mathematical prediction of technical or physical processes on modern computer systems.

Furthermore, this allows to avoid costly experimental setups. For instance, this is the case if it is hard or impossible to create the necessary conditions in the laboratory, if measurements can only be conducted under great difficulties or not at all, if experiments would take too long or would run too fast to be observable, or if the results would be difficult to interpret. In this way, computer simulation makes it possible to study phenomena not accessible before by experiment. Moreover, the parameters of the experiment can easily be changed. And the behavior of solutions of the mathematical model with respect to such parameters changes can be studied with relatively little effort.

In nanotechnology it can help to predict properties of new materials that do not yet exist in reality. And it can help to identify the most promising or suitable materials. The trend is towards virtual laboratories in which materials are designed and studied on a computer. Moreover, simulation offers the possibility to determine mean or average properties for the macroscopic characterization of such materials. All in all, computer experiments act as a link between laboratory experiments and mathematical-physical theory.

II. POTENTIAL
A key factor in molecular dynamics modeling is the choice of interatomic potential. The approximation of pair potential cannot be applied for atoms with covalent chemical bond such as silicon and carbon. Tersoff proposed a many-body potential function for silicon, carbon, germanium and combinations of these atoms.    For simulations of solid silicon, this potential is widely used. Brenner modified the Tersoff potential for carbon and extended it for a hydrocarbon system [1]. A simplified form of Brenner potential removing rather complicated ‘conjugate terms’ is widely used for studies of fullerene and carbon-nanotube. Both Tersoff potential and the simplified Brenner potential can be expressed as following in a unified form. The use of a many-body potential is necessary for realistic results. 

The total potential energy of a system is expressed as the sum of every chemical bond as
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,where VR(r) and VA(r) were repulsive and attractive terms, respectively. They can be found as
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The function fij is defined as
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It is equal to one inside the sphere with radius R1, zero outside of the sphere with radius R2, and it decays continuously in-between the spheres from one to zero. The function fij ensures that the potential has a short range.

Apart from the so-called bond order term ̅Bij, this potential is a simple pair potential. However, it reflects the kind of bond between the atoms i and j and takes the atoms configuration in the local neighborhood of these two atoms into account. The number Bij describes the bonding state of atom i with respect to atom j. GC is the function of angle θijk between bonds i-j and i-k
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Graph of Brenner potential depending on angle between 3 atoms are following
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Figure 1.  Brenner potential graph

In addition to the Brenner potential, I employ a Lennard-Jones potential between the particle i and j to account for intermolecular van der Waals forces.
III. INTEGRATION
In the MD method, the classical equations of motion (Newton's equations) are solved for atoms and molecules as [2]
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, where m, ri, Fi are mass, position vector, force vector of molecule i, respectively. 

The computation of the force Fi on particle i is the negative gradient of the Brenner potential.

Velocity Stormer-Verlet method was employed to integrate the classical equation of motion with the time step of 0.5 fs.

IV. BOUNDARY CONDITIONS
The classical way to minimize edge effects in a finite system is to apply periodic boundary conditions. So we avoid problems with boundary effects caused by finite size, and make the system more like an infinite one. Thus there are no boundaries of the system. 

Periodic Boundary Condition is when the atoms that leave the domain at one side reenter the domain at the opposite side. Also, atoms located close to opposite sides of the domain interact with each other.

V. INITIAL CONDITIONS AND TEMPERATURE CONTROL
The initial conditions for system are temperature, time, volume, atom placement and their velocities. The initial velocities for each molecule is usually assigned by giving the velocity  with random directions for all monatomic molecules. The Maxwell-Boltzmann velocity distribution can be obtained after some equilibration calculations. The equilibrium system can often be calculated for constant temperature and constant pressure conditions. Here, I use constant temperature. The simple temperature control of the equilibrium system can be realized by just scaling the velocity of molecules as   with the current temperature T and the desired temperature TC. This control has to be applied in many steps because of the relaxation of potential energy. Temperature has to be controlled during simulation, since we lose energy, e.g. due to cut-offs.

VI. STRUCTURE
The structure of entire project are the following:
[image: image10.jpg]NEUT:

Coordinates of initial
positions of atoms

EROGRAN

coton:
Used for the computations - coordinates (position)
of coordinates, P coher necessary

thermodynamic data data (number.dat)
on each step

— —
1P of data

- distribution





Figure 2. Structure of the project
It consists of two main programs: PROGRAM 1 is used for computation and PROGRAM 2 (fig. 3) – for visualization. Input file for computational program is coordinates of initial position of atoms, output data – files with energies, temperature, distribution and also common files for visualization program, which include file with atom positions and file with other necessary data. Computational program is used for calculations of coordinates, thermodynamic data on each step. Visualization program is used for visualization of data.
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Figure 3. Visualization program
So, changing initial condition for computation we can do different experiments in nanotechnology:

· investigation of properties and characteristics of materials;

· investigating of the possibility of existence new material structures and also their properties and characteristics;

· development of new technologies;
· and others.
VII. FURTHER TASKS 

· Parallelization: a further main theme is the parallelization of the algorithms using MPI. This allows to treat problems with large numbers of particles on parallel computers with distributed memory. This is done by distributing the computations to several processors, which can then execute these computations simultaneously, at least to some extent. In addition, parallelization also has the advantage that on a parallel computer there is often more memory available than on a single processor machine, and hence, larger problems can be tackled.

· Statistical analysis: collecting of statistical data, investigation behavior of the system under different conditions, working with large quantity of atoms.

· Research of the nanostructure formation: it is very important to find optimal conditions of the formation of nanostructures in order to use these conditions in experiments. 

· New materials: we have some ideas of some new forms of carbon structures, we need to simulate them and explore their properties, whether they can exist or not.

VIII. CONCLUSION
The production of fullerene and nanotubes and the experimental study of their material properties is difficult. Computer simulation is therefore an important tool to gain further insight.

Certain  types  of  nanocarbons  such  as fullerenes, nanotubes, and graphene clusters can serve  as  basic  building  blocks  for  constructing more  complicated  structures  that might  exhibit new properties and find novel applications. Nanocarbon materials possess remarkable properties, and the potential applications look unlimited.

To sum up, it is necessary to emphasize the increasing role of atomic modeling  of  carbon  nanostructures  as  a  tool for  developing  new  materials  and  technologies because through modeling you go  to  experiments  in  developing  new  technologies  and  applications  involving  carbon nanostructures.
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